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ABSTRACT 

A large amount of food photos are taken in restaurants for 
diverse reasons. This dish recognition problem is very chal­
lenging, due to different cuisines, cooking styles and the in­
trinsic difficulty of modeling food from its visual appearance. 
Contextual knowledge is crucial to improve recognition in 
such scenario. In particular, geocontext has been widely ex­
ploited for outdoor landmark recognition. Similarly, we ex­
ploit knowledge about menus and geolocation of restaurants 
and test images. We first adapt a framework based on dis­
carding unlikely categories located far from the test image. 
Then we reformulate the problem using a probabilistic model 
connecting dishes, restaurants and geolocations. We apply 
that model in three different tasks: dish recognition, restau­
rant recognition and geolocation refinement. Experiments on 
a dataset including 187 restaurants and 701 dishes show that 
combining multiple evidences (visual, geolocation, and exter­
nal knowledge) can boost the performance in all tasks. 

Index Terms- food recognition, geolocation, mobile 

1. INTRODUCTION 

Food images are present in many multimedia applications, in­
cluding food logs[l], dietary assessment systems[2] and food­
related social networks where users can share their recipes 
and culinary experiences. This has motivated an increasing 
interest in automatic food recognition. Early works were able 
to classify among a few dozen types of food[3, 4, 5]. Re­
cently, Kawana and Yanai[6] proposed a mobile food recogni­
tion system that can recognize 256 food categories. However, 
large-scale food recognition, covering multiple cuisines and 
fine-grained classification, is still a very challenging problem. 

In order to address complex recognition problems, hu­
mans incorporate prior and contextual knowledge. Intelligent 
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systems can also leverage external knowledge to simplify the 
problem. The most representative example is mobile recog­
nition of landmarks [7 , 8] based on geolocation and image re­
trieval techniques to find photos of the same landmark from 
geotagged photo databases, and use them to annotate the test 
image. Geolocation can effectively bound the search to only 
a subset of images. Typically, local features such as SIFT are 
extracted, and encoded with a bag-of-words representation[9] 
or using vocabulary trees[8, 7]. As landmarks are rigid and 
geometrically almost invariant, retrieving similar images and 
performing geometric verification often finds the correspond­
ing landmark[8, 7]. Classifiers can also be used instead of 
retrieval techniques. In this case geolocation helps to restrict 
the classification to the landmarks in the geographic neigh­
borhood (i.e. shortlists the candidate classes). 

In this paper, we focus on the specific but popular sce­
nario of dining out in restaurants and taking photos of food 
(i.e. dishes). Those photos can be shared in social networks, 
used to find information about the dish, or keep a personal 
record of favorite dish. The user is often not familiar with 
the particular dish or even the restaurant (e.g. traveling in a 
foreign country) so automatic recognition is convenient. In 
that scenario, two important tags are the name of the dish and 
the restaurant. Unconstrained dish recognition in such sce­
nario is extremely complex due to the large number of classes 
and great variation due to different cooking and presentation 
styles across restaurants. For that reason we leverage external 
information (menu and location) and exploit geolocation to 
simplify the problem and improve the performance. 

We adopt a probabilistic approach, because allows us to 
design flexible models for each of the components of the 
problem, and often leads to improved performance. Thus, 
we propose a probabilistic model that connects locations, 
restaurants, dishes and visual features. By combining visual 
and geolocation signals, and knowledge about the restaurants, 
we can significantly improve the performance of automatic 
annotation of dish and restaurant names. Additionally, we 
can refine the estimated location, which is particularly useful 
in indoor environments where the estimation is more difficult. 

2. DISH RECOGNITION IN RESTAURANTS 

The objective of food or dish recognition is to identify the 
class s of an input image, represented by some visual de-



scriptor x. This is achieved using certain visual classifier 
p (six). We consider the particular problem of dish recog­
nition in restaurants, assuming that the user is located in a 
restaurant. Thus, in addition to the visual classifier, we have 
access to the menu of the restaurant and to the geographic 
location of both the restaurants and the user. 

2.1. Framework 

The input to the recognition system is a pair (lLq, x), where 
ILq are the local coordinates (estimated by the location ser­
vices of the device) and the visual descriptor x. When a new 
image is captured, we assume that the mobile phone has an 
estimation of its current location 1liq = (Aq, ¢q), with Aq and 
¢q denoting latitude and longitude. 

Similarly, the main properties of a restaurant k are its 
menu Mk (i.e. the dish categories found in that particu­
lar restaurant) and its geographic location Wk = (Ak, ¢k). 
For simplicity we project the location onto a local coordi­
nate system (with origin at the average coordinates of the 
dataset), and use local coordinates ILk = (Uk, Vk). The 
restaurant datr,base contrins K restaurants with a combined 
total of D = I U�=l Mk dishes. The menu is represented as 

Mk = {Sl , . . . ,SDk}, where si E {l, . . . D} is the i-th dish 
in the restaurant menu Mk, with Dk different dishes. 

2.2. Shortlist approach 

First, we adapt the shortlist approach, commonly used in land­
mark recognition[lO]. This approach is based on the reason­
able assumption that the user is likely to be in one of the land­
mark or buildings within a small area centered at ILq' 

Similarly, we assume that the user is located in one of 
the restaurants within a geographical neighborhood, so only 
the dishes in the menus of those restaurants are likely to be 
the true dish. Thus, given the coordinates ILq and the visual 
feature x, predicting the dish is equivalent to finding the dish 
with maximum probability among the candidates 

s*= argmax p(slx) 
SEUkEHq Mk 

The set of candidate restaurants Hq is obtained as 

(1) 

Hq = H (lLq, E) = {k 1IIILk -ILq II 5, E, Vk = 1, . . . , K} 
(2) 

where E is the maximum distance from the candidate restau­
rants to the test image. 

3. PROBABILISTIC MODEL 

3.1. Model 

We model the problem as the generative process represented 
in Fig. 1, in which the device provides the estimated loca­
tion ILq and the visual feature x. We introduce explicitly 

Fig. 1. The proposed probabilistic model, where the esti­
mated location ILq and the visual feature x are observed vari­
ables, and the actual location cp, the restaurant k and the dish 
s are hidden variables. 

the dependency between the restaurant and the dish (via the 
menu), the visual feature and the dish (via the classifier) and 
the restaurant and the location of the user. We explicitly intro­
duce a new variable cp denoting the (true) location of the user, 
which is different from the observed location ILq estimated by 
the location services of the device. 

From the graphical model, we can obtain the joint dis­
tribution p (s, k, cp IlL q, x) given the coordinates IL q and the 
visual feature x as 

We can identify three submodels: the neighborhood 

model p (CPllLq), the restaurant location model p (klcp) and 
the (restaurant-conditioned) visual model p (slk, x), which 
accounts for the explicit dependency on the menu of k. 

To predict the dish, we marginalize (3) over k and cp 
K 

P(SllLq,X) = LP(slk,x) 1 P(CPllLq)p(klcp)dcp (4) 
k=l 'f' 

The predicted dish can be obtained by solving 

s* = argmaxp (SllLq,X) 
SE{l, ... D} 

3.2. Revisiting the shortlist approach 

(5) 

We first briefly review the shortlist approach from the per­
spective of the model described in Fig. 1 by comparing (1) 
and (3). The neighborhood model is simply a circle of radius 
E centered at ILq 

(6) 

Restaurants are represented as points. Thus, the corre­
sponding restaurant location can be modeled with the delta 
function as 

PSL (klcp) = 8 (11cp -ILk II ) (7) 



For each restaurant, only the dishes in its menu are candi­
date categories, and thus have non-zero probability. We can 
include this fact in the visual model as 

PSL (slk, x) ex: P (six) [s E MkJ (8) 

where [PJ is 1 if the statement P is true, and 0 otherwise. 
Note that (8) can be normalized to recover the full probability. 

Using (6), (7) and (8) in (4) we obtain 

PSL (sIILq, x) ex: P (six) [s E U Mk] (9) 
kEHq 

whereHq = {c,olllc,o - ILqll::; E} is the E-circular geograph­
ical neighborhood of the test image. Note that solving (5) for 
(9) is equivalent to solving (1). 

3.3. An alternative model 

Variations of the shortlist approach have been widely used 
combined with retrieval or classification techniques for land­
mark recognition. However, both the neighborhood and the 
restaurant location models have obvious limitations. 

The hard-threshold neighborhood model consider all the 
candidate classes equally probable, no matter the restaurant 
is in the border of the neighborhood or very close to the es­
timated location. A model with soft decay would be more 
realistic. Thus, instead of (6), we use a Gaussian model for 
the neighborhood 

(10) 

with �q = u�I. 

Representing a restaurant with a point is not realistic, as 
they cover certain area. If we had full access to the dimen­
sions and layout of each restaurant we could use it as P (k I c,o) . 
Unfortunately, we do not have that information, so for conve­
nience we simply use a Gaussian model 

(11) 

with �k = �R = ukI, where we assume the same model 
for all the restaurants. Note that (11) collapses to the model 
of (7) when UR = O. 

U sing a probabilistic interpretation, we can consider the 
menu as a prior over the global visual classifier model P ( s Ix) , 
with the menu modeled as P (slk) = [81�":ll. The resulting 
restaurant-dependent visual model is 

[s E MkJ 
PR (slk, x) = P (six) IMkl 

(12) 

Using the new models (10), (11) and (12) in (4) we obtain 
the new marginal probability 

� [s E MkJ 
P(SIILq,X) ex:p(slx) � IMkl N(ILkIILq,�q+�k) 

(13) 

4. OTHER APPLICATIONS 

So far, we have performed inference over the joint distribution 

P (s, k, c,olILq, x) to predict the dish. However, by marginal­
izing over other variables we can also infer the restaurant and 
even the location. For these problems we focus on the alter­
native model described in Section .3.3. 

4.1. Restaurant recognition 

Marginalizing (3) over s and c,o we obtain 

D 

p(kIILq,X) = LP(slk,x) 1 P(c,oIILq)p(klc,o)dc,o (14) 
8=1 'P 

and using (6), (7) and (12) we obtain 

The predicted restaurant is obtained as 

k* = argmaxp (kIILq,X) kE{l, . . .  K} 

4.2. Location refinement 

(16) 

As a byproduct, the proposed model can leverage restaurant 
location data and visual evidence to improve the initial esti­
mation of the location. This is particularly useful in indoor 
environments with restaurants such as shopping malls, where 
some location signals (e.g. GPS) may not be available. 

Marginalizing (3) over s and k we obtain 

K S 
P (c,oIILq, x) = P (c,oIILq) L P (klc,o) L P (slk, x) (17) 

k=l 8=1 
and using (10), (11) and (12) we obtain 

with 

K 
P (c,oIILq, x) ex: L wkN (c,ol(h, Ak) 

k=l 

Ak = (�;;1 + �k1)-1 

(h = Ak (�;;1 ILq + �k1 ILk) 
2:8EMk P (six) Wk = 

IMkl 

(18) 

(19) 

(20) 

(21) 

In (18) we see that P (c,oIILq, x) is modeled as a mixture 
of Gaussians. The mean ¢k and covariance Ak of the com­
ponent k depend both on the initial estimation of the location 
and the restaurant model. The weight Wk accounts for the ev­
idence that the visual feature x comes from the restaurant k. 



Algorithm 1 Location estimation algorithm. 

Input: Initial location P,q and visual feature x 

Output: Location 'P 
1: for k = 1 : K do 

2: Compute Ab (h and Wk using (19), (20) and (21) 
3: end for 

4: Initialize'P = P,q 
5: repeat 

6: for k = 1 : K do 

7: Compute "(k ('P) using (23) 
8: end for 

9: Update estimated location 'P using (22) 
10: until converged 

return 'P 

In contrast to the dish and the restaurant, the location 
'P is a continuous variable. To find the location that maxi­
mizes (18) we use a maximum likelihood approach. Setting 
d� lnp ('P lp,q , x) = 0 we obtain 

where we define 

Unfortunately, (22) is not a closed-form expression due to 
the dependency of "(k ('P) on 'P. However we can alternatively 
compute and update their estimations (see Algorithm 1). 

5. EXPERIMENTS 

5.1. Dataset and settings 

Current food benchmarks do not include restaurant nor geo­
graphic location. For that reason we collected our own dataset 
to evaluate the proposed method. Restaurant information was 
collected from a restaurant review websitel, where users post 
their own photos of specific dishes taken in an specific restau­
rant. We crawled a large city and selected all the restaurants 
with at least three different dishes (i.e. menu) and at least 15 
images per dish. We use 10 images for training and the rest as 
test images. The geographic location of the restaurant is also 
collected from the website. Our dataset contains a total of 187 
restaurants and 701 unique dish categories (considering the 
same dish in different restaurants as different categories the 
dataset would contain 1173 dish categories). We tried SVMs 
over two types of visual features: bag-of-words with LLC[II] 
and deep features with DeCAF[12]. 

1 http://www.dianping.com 
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Fig. 2. Example of dense neighborhood with several restau­
rants and the simulated test locations (ULOC = 40 meters). A 
neighborhood of radius 200 meters is shown for reference. 

We simulated the location of the test images assuming a 
simple location model for the restaurant (see Fig. 2 for an ex­
ample). The layout and dimensions of the restaurants are not 
available, so we modeled restaurants as squares of 25x25 me­
ters centered in the coordinates collected from the restaurant 
website, and the location of the user can be any place in that 
square (randomly sampled from a uniform distribution). Note 
that this model is very different from the model used in the 
proposed method (Gaussian). In this way, we simulated the 
location for the test queries and then we add Gaussian noise 
(zero mean and ULOC = 40 meters) to simulate the error due 
to the smartphone's location service error. 

We evaluated the different methods for different values of 
the radius E (we used [10:20:90, 100:100:1000]). Note that 
both E is a parameter of the shortlist method, which cannot 
be compared directly with the parameter U q of the proba­
bilistic method. After first inspecting the trends in the dish 
and restaurant recognition accuracy, for better comparison we 
align them using E = 3uq• For the probabilistic model, the 
support of a Gaussian function is infinite, but in practice we 
set the probability to zero for restaurants whose distance to 
the location of the test image is larger than 5u q. 

Due to the scarcity of user-contributed data for most 
restaurants in the restaurant website, only a fraction of the 
restaurants meets the demanding requirements (at least 3 
dishes and at least 15 images per dish). As a result the dataset 
is relatively sparse in geographic location and the most com­
mon case is finding only one restaurant in the neighborhood. 
However, the benefit of the proposed method is more evident 
in more complex cases where the density of restaurants is 
high (and consequently the number of candidate categories 
is significantly higher). For this reasons we also report the 
performance in cases with high density of restaurants (e.g. 



Table 1. Dish recognition accuracy. 
Radius Accuracy (% ) 

Feature E (SL) All (� 0 restaurants) Dense (� 5 restaurants) 

30"q (PR) VS SL PR VS SL PR 

50 30.80 52.56 N/A N/A N/A 

200 
21.72 

53.30 54.54 23.15 45.15 48.64 

500 49.31 52.33 23.27 43.47 48.42 
LLC 

1000 44.90 48.99 23.14 42.23 45.66 

Best 53.30 54.54 45.94 48.79 
(E,30"q) (200) (200) (100) (400) 

50 42.23 76.30 N/A N/A N/A 

200 
48.35 

76.61 77.58 48.64 68.04 71.78 

500 74.05 76.54 49.58 68.46 72.58 
DeCAF 

1000 7l.32 74.47 50.04 68.81 72.51 

Best 76.61 77.62 70.73 72.88 
(E,30"q) (200) (100) (100) (400) 

VS: visual (no location), SL: shortlist, PR: probabilistic. 

shopping malls, food streets), defined as those test queries 
whose E-neighborhood has at least 5 restaurants (the exam­
ple in Fig. 2 has a relatively high density of restaurants). 

5.2. Dish recognition 

We compare the average accuracy of the shortlist approach 
(Section 2.2) and the probabilistic method (Section 3.3) for 
different sizes of the neighborhood model (see Table 1). We 
also include the visual classifier (without considering location 
information) as baseline. 

As expected, visual classification over DeCAF achieves a 
remarkable accuracy of 48.35%. Including information about 
the location increases the performance around 30% for both 
types of visual features, which makes the system much more 
competitive. Both shortlist and probabilistic achieve a similar 
best accuracy, with the later being slightly better. However, 
shortlist is much more dependent on the specific choice of 
the neighborhood size E, while the accuracy of probabilistic 

depends less on (J"q, and in general benefits from larger neigh­
borhoods. If we focus on the more interesting case of dense 
areas, the problem is considerably harder and as a result the 
accuracy drops in both shortlist and probabilistic. 

In practice the error in the estimation depends on many 
factors (e.g. indoor/outdor, availability of positioning signals, 
building density). We evaluated the performance varying the 
amount of location error (J"LOC. Fig. 3 compares both meth­
ods for E = 200 meters and E = 1000 meters. We observe that 
a smaller neighborhood provides higher accuracy but a rapid 
degradation of the performance if the location error is larger 
than expected. A larger neighborhood shows more robustness 
to variations in (J" LaC at the cost of some drop in accuracy. In 
both cases, probabilistic performs better than shortlist. 

5.3. Restaurant recognition 

We evaluate now the accuracy for restaurant recognition using 
the proposed probabilistic model (Section 4.1). Using only 

Table 2. Restaurant recognition accuracy. 
Radius Accuracy (%) 

Feature E (SL) AU (2: 0 restaurants) Dense (� 5 restaurants) 

30"q (PR) LC SL PR LC SL PR 

50 51.42 88.56 N/A N/A N/A 

200 
82.69 

87.85 92.69 53.77 68.55 81.36 

500 79.43 90.31 69.78 64.75 82.87 
LLC 

1000 70.38 85.44 75.06 63.14 80.33 

Best 88.79 92.69 79.10 83.87 
(E,30"q) (100) (200) (70) (400) 

50 52.37 94.35 N/A N/A N/A 

200 
82.69 

94.37 96.14 53.77 83.26 89.16 

500 90.23 93.73 69.78 82.55 87.96 
DeCAF 

1000 85.63 90.40 75.06 81.71 87.19 

Best 94.37 96.14 89.55 92.54 
(E,30"q) (200) (200) (70) (70) 

LC: nearest (only location), SL: shortlist, PR: probabilistic. 

location information, we include the nearest restaurant to the 
estimated location ILq as a baseline. We also include another 
baseline based on selecting the coordinates of the restaurant 
with the dish detected by shortlist (if several restaurants have 
that dish, we select the nearest to ILq). The results are shown 
in Table 2. 

Due to the sparsity in the location and the large number of 
cases with only one restaurant in the neighborhood, a purely 
location-based approach has already good performance. In 
this case, visual classification is not so reliable unless the ac­
curacy is very high. Otherwise a wrong prediction would of­
ten lead to a wrong restaurant, and a drop in restaurant recog­
nition accuracy. Thus, the performance here is also very de­
pendent on the particular choice of E. Finally, probabilistic 

is more robust to the choice of (J" q and significantly outper­
forms the other two methods by effectively combining both 
location and visual information, with a remarkable accuracy 
of 91.06% in dense areas. 

5.4. Location refinement 

Finally, we evaluate the potential of the proposed model to 
refine the estimated location by incorporating visual evidence 
about the dish and prior information about the restaurants. As 
we simulated the location of test images, we can measure the 
error in the estimated location using different methods (see 
Table 3). We compare the restaurant location estimated using 
the iterative method of Algorithm I (probabilistic), and com­
pared with the initial estimation ILq and the coordinates of the 
restaurant predicted by shortlist, as in the previous section. 

By incorporating visual evidence and prior knowledge 
about the location of the restaurant, the error in the estimation 
can be reduced dramatically, from 50 to less than 5 meters, 
achieved by probabilistic. This method generally improves 
for larger E, while shortlist is very sensitive to the perfor­
mance of the visual classifier, and consequently to the value 
of Eo When the visual accuracy drops, either due to a more 
complex problem in denser areas or to a not suitable value 



Table 3. Location refinement error. 
Radius Average error (meters) 

Feature E (SL) All (� 0 restaurants) Dense (� 5 restaurants) 

30"q (PR) LC SL PR LC SL PR 

50 34.63 25.26 N/A N/A N/A 
200 

49.97 
12.28 8.40 48.84 32.80 19.78 

LLC 500 46.61 6.91 50.04 76.96 13.08 

1000 133.38 6.70 50.28 159.31 9.45 
Best 8.50 6.70 15.56 9.45 

(E,30"q) (100) (1000) (70) (1000) 

50 34.43 24.11 N/A N/A N/A 
200 

49.97 
5.37 6.40 48.84 17.02 14.29 

500 21.24 4.74 50.04 35.91 9.24 DeCAF 
1000 62.70 4.50 50.28 77.10 6.24 
Best 5.37 4.50 8.97 6.24 

(E,30"q) (200) (1000) (90) (1000) 

LC: initial location, i.e. ILq, SL: shortlist, PR: probabilistic. 
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Fig. 3. Accuracy for different values of O"LOC. 

of E, the error increases dramatically. Again, probabilistic 

can handle better these cases, achieving a remarkable error of 
only 6.24 meters in dense areas compared to 8.97 meters with 
shortlist in the best case. 

6. CONCLUSIONS 

Focusing on a dining out scenario, we describe an integrated 
approach to recognize the dish and restaurant and refine the 
estimation of the location by taking advantage of visual infor­
mation' geo-context, and prior knowledge about the restau­
rants. Formulating the problem in a probabilistic framework 
allows us to perform inference over different hidden vari­
ables leading to different recognition tasks. We compare the 
proposed methods with the shortlist approach, widely used 
for landmark recognition, adapted to our restaurant scenario. 
The proposed method outperforms the shortlist approach and 
other baselines in all the tasks. We showed that not only 
knowing the geo-context can help dish recognition, but also 
having visual evidence about the dish can help to improve the 
estimation of the location via knowledge about the restaurant. 
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